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1. Introduction 
Pictures are often a central feature of storytelling and how we share experiences with 

others. This can be observed in everyday life interactions ranging from social networks like 
Facebook to household items such as photo albums. Furthermore, technological advancements in 
cell-phones enable users to take and send photos through text or email. The prevalence of these 
smart phones further promotes this photo sharing activity. Because photos provide real meaning 
and insight into people’s lives, photo sharing is a common endeavor. 
 Audio is another powerful tool that further enhances story-telling by adding an 
interaction component. Accompanying photos with audio explanations is frequently overlooked 
because this photo sharing activity occurs from a distance, through phones with cameras or over 
the internet. The combination of visual and audio data provides a more complete understanding 
of unique images. In addition, the extra sense of audio adds dimensionality in a distinct way. The 
flexibility of audio information also encourages an interaction component. Luan et al claim, 
“Enhancing images with visual and audio annotations can provide added value to the images” 
[10].  

Nowadays photos are often shared digitally, but printing photos on paper is still a 
common practice. The inability to use traditional paper methods in combination with sound is 
one shortcoming of audio information. This problem can be solved, however, as “with the advent 
of ubiquitous digital technologies, high-fidelity sound samples have become increasingly easy 
and inexpensive to produce and implement” [12]. With access to digital pens and paper, this 
holds especially true. Because technology enabling users to attach audio to paper is easily 
accessible, the versatility of audio information demands further exploration. 
 
1.1 Inspiration: Case Study of Photo Sharing for Social Therapy 

Aphasia, commonly caused by stroke, is “an acquired communication disorder […] that 
impairs a person’s ability to understand, produce, and use language” [6]. This frustrating 
condition often leads to isolation and depression in the individual. In an effort to improve quality 
of life and communication, social approaches to treating aphasia have been employed. The most 
noteworthy group that practices such treatment methods where the underlying goal is “improved 
feelings/attitudes, connections with others, and participation in daily activities” is the Life 
Participation Approach to Aphasia (LPAA) [6]. 

As already mentioned, depression is not uncommon in people affected by aphasia. 
Furthermore, “a body of research, from various fields, indicates that social connection is highly 
correlated with longevity” [9]. Because social interactions play such an important role in 
emotional well-being, it is important to encourage communication (in one form or another) and 
participation in activities. Maintaining and strengthening relationships is often the most valuable 
target objective in aphasia therapy [9].   

In an effort to follow this advice and mimic these approach methods, we conducted 
weekly observations of a 92 year old woman who was diagnosed with aphasia, hereto referred to 
as AT1, for three months. The first day meeting AT (and consequently the first observation 
session,) she immediately initiated conversation, asking about family members, origins, and 
childhood life. We proceeded to tell stories about loved ones. Besides her mumbling, her speech 
was audible and understandable. She did, however, confuse peoples’ relation to her. During this 
same visit, she called her actual mother, her daughter, and her caretaker “mother”.  

                                                 
1 All involved participants have given consent to use photos, quotes, etc.   
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During an observation session two weeks later, we brought old pictures of AT and her 
family provided by AT’s daughter. When we showed her the pictures, she enthusiastically took 
them with a huge smile on her face [See Figure 1]. Pointing to people in one of the pictures, she 
labeled them “Monday,” “Tuesday,” and “Wednesday” but was unaware of her mistake. While 
she did label her children correctly in the photos, she had trouble recognizing other people. With 
some prompting, however, (i.e. “And this is your granddaughter, right?”) she spoke and nodded 
in agreement. Her enthusiasm for telling stories with photos was evident, but she often had 
trouble explaining the setting of photos, labeling people in them, and explaining the relation of 
these people to her.  

Taking this into account, we decided to design and implement an interactive audio photo 
album for AT [See Figure 2]. The photo album consisted of pictures of AT and her family, all 
printed on paper with a special dot pattern that lets a digital pen decode user interactions. When 
tapped with the digital pen, these photos play voice recordings. AT’s daughter was asked to 
record anecdotes as well as labels for each person in the photos so that the voice on the 
recordings would be familiar and friendly for AT. Using this interactive photo album, the pen 
could supplement AT’s own audio. The hope for this interactive photo album was that the 
assistance of details from the recordings would encourage AT to share her pictures and stories 
with others.  

 
 
 
 

 
Figure 1. AT’s big smile upon looking at pictures of her family. 

 (Photo taken with Microsoft SenseCam to reduce intrusiveness.) 
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Figure 2. Constructing AT’s interactive audio photo album. 

 
This early field study inspired the idea for a more general audio photo-sharing project. 

The larger project has two components: (1) A paper-digital version (like that used in AT’s photo 
album) to be used in combination with a digital pen and (2) A digital version to be accessed from 
a computer. The end goal is to combine both versions so that changes to either can be 
synchronized. Amanda Lazar, an Electrical Engineering major at UCSD, will be driving the 
development and programming of the digital version of the photo album. Other members of the 
team include Anne Marie Piper whose dissertation focuses on assistive devices for therapy, and 
Nadir Weibel, a current postdoc in the Human Computer Interaction lab at UCSD. While the 
goal of this larger project covers multiples aspects of photo sharing, my honors project focuses 
on one aspect: representing audio narrations on a printed photo.  

 
1.2 Research Questions 

This research project is motivated by the following two questions:  
 
(1) How might audio narrations improve the paper-based photo viewing experience? 
(2) How should audio narrations be visualized on photos to maximize ease-of-use and 
enjoyment?  
 

The novelty of this study derives from the fact that very little research on the topic of 
representing audio on digital-paper exists. In addition to identifying effective ways of visualizing 
audio narrations, this project will also result in the development of a multimodal photo album 
toolkit accessible from a Web-based server as well as a pen-based interface. Audio through this 
photo medium aims to provide a more enjoyable way to share stories.  Further contributions of 
the audio photo album include the potential to strengthen methods of maintaining contact and 
socialization between family and friends.  
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1.3 Design Process 
 The figure below [Figure 3] illustrates the design process of this project, including the 
specific steps toward rapid iterative prototyping [16]. More detail about these steps will be 
discussed in the Method section later on.  

 
Figure 3. Flowchart of design process. 

 
2. Background and Related Work 
2.1 Story-telling Devices 
 Some story-telling devices that combine pictures with audio already exist. One such tool 
that takes advantage of these multimodal capabilities, including the ability to draw annotations, 
is VoiceThread [See Figure 4]. Allowing people to converse from anywhere, VoiceThread is “a 
collaborative multimedia slide show that holds images, documents, and videos, and allows 
people to navigate slides”2 and leave five different types of comments: voice, typed text, and pre-
recorded audio or video files. It even allows users to make doodle annotations on slides that 
automatically sync to his/her comments. This toolkit functions as an excellent way to stay in 
touch with family and friends remotely.  
 

                                                 
2 http://voicethread.com 
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Figure 4. VoiceThread, a multmodal story-telling device (http://voicethread.com).  

 
One of the limitations of the VoiceThread system, however, is the inability to use it in 

combination with traditional paper methods, as paper is both familiar and mobile [7].  
   

2.2 Digital Pen and Paper Technology 
Instead of “replacing real-world objects like paper and pen, we can successfully augment 

them, combining the advantages of the physical world with the capabilities of digital technology” 
[18]. Digital pen and paper technology make this augmentation process a reality. The Livescribe 
pen3 [See Figure 5] is a smart pen with an infrared camera, integrated speaker, and microphone. 
When used with the Livescribe dot pattern paper, which is normal paper imprinted with the 
Anoto pattern4, the pen can log handwritten notes as well as record, pause, and play audio.  

 

 
Figure 5. Anoto pattern and Livescribe Pulse Smart pen with labeled parts (source: N. Weibel). 

 
2.3 Write-N-Speak Application 

The Write-N-Speak application [See Figure 6] works in conjunction with the Livescribe 
pen [14]. Write-N-Speak allows users to create and customize materials easily without any 
previous programming experience. Included in the software are detailed instructions describing 
how content can be added. The interface consists of many features, including recognizing 
writing, recording audio, and attaching audio to specific regions on Livescribe paper.  

 

                                                 
3 http://livescribe.com 
4 http://www.anoto.com 
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Figure 6. Write-N-Speak paper-based interface and Livescribe pen [14]. 

 

3. Methods 
3.1 Introduction 

The Livescribe pen and Write-N-Speak application are core components in the digital-
paper version of the photo album and will therefore be essential tools in my project. The 
Livescribe pen will enable user to access audio and Write-N-Speak will allow users to attach this 
audio to specified regions on the photos. Upon completion of the larger audio photo sharing 
project, additional audio recorded with the pen on this digital-paper version will automatically be 
updated to the Web-based version by docking the pen to a computer that is connected to the 
photo album server.  
 
3.2 Specific Aims 
 The goals of this study are the following: (1) Verify that audio narrations improve the 
paper-based photo viewing experience, and (2) Determine easy and enjoyable visualization 
methods of representing audio story-telling on photos, defined as the ability to comment and 
listen to audio on different regions of photos using a digital pen.  
 
3.3 Procedure 

The methods used throughout this study to fulfill these specific aims are rapid iterative 
prototyping, user-centered design, and self-report data. Rapid iterative prototyping involves the 
continuous revision of design based on user-centered feedback [16]. While the end product is 
ultimately the decision of the designer, feedback directly from the user is one of the main steps 
toward a successful design [8]. For these reasons, this study was conducted based on user 
responses, including both oral and written comments and behavioral reactions.  
 
3.4 Early Prototype Exploration 
 My goal for this phase was to brainstorm and prototype various representations of audio 
narrations. Early prototype exploration involved the representation of particular audio regions of 
a single image using both tactile and visual manipulations. The different tactile feedback 
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methods included a clear raised outline, pop-ups, and layering (which was constructed by adding 
transparent stickers on top of one another.) Visual manipulations included the following: Image 
shifts, in which the specified audio region was illustrated multiple times side by side; outlines in 
various colors; different colored backgrounds including black and white, sepia, and blue tinted; 
and different contrast backgrounds and audio regions, ranging from high to low contrast. In this 
pilot paper prototype exploration, all ideas were executed regardless of feasibility.  
 

 
Figure 7. (a) Image shifts. (b) Pop-up. 

 

 
Figure 8. Outlines of audio regions on the player. (a) Rainbow outline. (b) Red outline. (c) White outline. 

 

 
Figure 9. Visualizing an audio region on the player sliding into second base. (a) Black and white 

background with colored audio region. (b) Sepia-tinted background with un-changed color audio region. 
(c) Blue-tinted background with un-changed color audio region. 

 

a b c 

a b 

a b c 
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Figure 10. Different photo contrasts. 

 
Preliminary feedback from three undergraduate students at UCSD on this paper 

prototyping provided initial design considerations. Some specific visualization preferences 
varied among participants due to personal preferences, but the following assertion was consistent 
throughout the pilot testing: The original photo should remain untouched with few distractions. 
One of the participants summarized it best when she stressed that “you want audio in addition to 
the picture.” While the participants did express a need for some sort of representation of audio 
regions, they wanted minimal modification of the photos. On the topic of these visualizations, 
one participant remarked, “you don’t want [the visualizations] to be so obvious, so that it still 
looks like a cohesive picture.” The first participant even suggested having two different pictures, 
the original and the modified. This way, the user could look at the photo without distracting 
annotations but still receive information about the location of the audio regions. 
 The participants were generally in favor of the use of tactile feedback in representing the 
audio regions, however a number of concerns emerged. While the participants did approve the 
usage of tactile information, they had a few worries, especially in regards to the sticker layering: 
(1) Concern for smudging and/or fingerprints from touching the picture and (2) Higher risk of 
missing a tactile region on a picture than a region represented with visual cues. All of the 
participants liked the idea of pop-up representations [See Figure 7b] because there were no color 
alterations or distortions, but one participant noted that it “seems impractical for taking it [the 
paper] anywhere.” The clear raised outline around audio regions was generally supported, 
excluding the problem of missing tactile cues. One suggestion mentioned to solve this problem 
was using a combination of tactile and visual feedback by placing the tactile outline on top of a 
visual, colored outline. Image shifts [See Figure 7a], on the other hand, were unanimously 
deemed to be too distracting because they conveyed movement, taking away from the picture 
itself. One participant remarked that the illustrated movement is good for this specific audio 
region in this picture, but might not be a good representation in other photos.    
 The responses of the participants varied in terms of the importance of representing 
different speaker information. One participant commented that it is “not important to distinguish 
between speakers because you can hear their voices.” The others, however, stated that outlines 
around the audio regions to differentiate between narrators (using different colors) would be 
helpful [See Figure 8b]. Most importantly, they noted that these outlines “do not compromise the 
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photo.” Regarding outlines, however, all of the participants agreed that black or white outlines 
(uncolored) were the least distracting and therefore the best representations [See Figure 8c].    
 One solution to the problem of distracting outlines and annotations is the use of different 
background colors [See Figure 9]. Paper prototype testing included a normal representation of 
audio regions placed on top of the following backgrounds: black and white, sepia, and blue-
tinted. All of the participants strongly rejected the blue background, commenting that it was too 
extreme and “ruins the picture as a whole.” Some of the participants liked the sepia version, but 
there was a concern about whether or not the normal audio representation would be noticeable 
against the sepia-tinted background. While there was no doubt that the colored audio region 
stood out in the black and white background, the participants generally thought that it was too 
different from the original photo. 

Another less extreme solution for the annotation problem is the use of different contrasts 
[See Figure 10]. All of the participants agreed that the different contrasts were less distracting 
than the different backgrounds and therefore a better visualization. They all concurred that the 
brighter contrast background was better than the lighter contrast background, saying that the 
former “still looks like the original picture, just brighter,” whereas the latter is somehow a “lesser 
image.”  

Taking this information into account, it is not surprising that the participants were in 
unanimous agreement that their preferred visualization was the original picture with a high 
contrast audio region [See Figure 11]. One participant stated, “it doesn’t compromise the original 
photo, but the audio region still stands out.” Another summarized the high contrast object as a 
sort of ‘natural highlighting’ that “stays true to the picture.” This favorite visualization is 
consistent with the main overall concern of the participants in maintaining the original 
appearance of the photos.     
 

 
Figure 11. Most successful visualization. Original picture with high contrast audio region (player #3). 
 

The main finding from this early prototype exploration is that the original photo should 
not be distorted. In addition, participant feedback suggests that outlines do not compromise the 

High contrast 
audio region 
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photo. The results of this early pilot testing have inspired other visualizations, including a 
separation between the original photo and its annotated audio regions as well as simple outlines 
around these audio regions.  
 

3.5 Photo-based Narrative 
To gain more insight on natural audio narrations involving photos, we conducted 

observations of a couple that had just returned from a three-week vacation to Costa Rica. We 
told the couple to select fifteen pictures that were most representative of their trip. We then 
filmed the couple explaining each of the paper photos to us and audio-recorded their narrations. 
We extracted the audio from the narrative of one of the pictures, chosen based on audio length 
and complexity. This allowed us to transform their static photo into an interactive one on the dot-
pattern printed photo. Write-N-Speak was then used to interact with the “audio-photo.” We 
developed a number of different visualizations to represent various audio regions, including (1) 
outlines around the audio regions directly on the photo [See Figure 12], (2) snapshots below the 
original photo [See Figure 13], and (3) a timeline below the original photo [See Figure 14]. In 
order to ensure conclusive feedback on these representations, we conducted usability testing.  
 

3.6 Usability Testing 
Usability testing included a free exploration period with the digital pen and paper, an 

interview session to determine how each participant would access audio on the three different 
visualizations, and a personal paper prototype opportunity. The visualizations were given names 
based on their components: the highlight version [See Figure 12], the snapshot version [See 
Figure 13], and the timeline version [See Figure 14]. 

 
 

 
Figure 12. Highlight version. 
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Figure 13. Snapshot version. 

 
Figure 14. Timeline version. 



 14

 
Usability testing consisted of five participants, all UCSD undergraduate students or recent 
graduates. The specific procedure began with a three-minute period of free exploration with the 
Livescribe pen and the three visualizations. This time allowed the participants to become 
accustomed to using a digital pen as well as experiment with audio recording placement on each 
of the visualizations. After these three minutes of free exploration, the individuals were asked to 
access the audio in different ways to see if the designs were clear. The following five questions 
were asked during this portion of the testing:  

 

1. How would you listen to the whole audio, from start to finish, on the timeline version? 
2. How would you listen to the audio about the woman biking in the highlight version?  
3. If you wanted to hear more about the road section on the snapshot version, how would 

you do that?  
4. How would you listen to the background audio of the photo on the snapshot version?  
5. Did the audio make the photo more enjoyable for you? 
 

These questions were condition-ordered and randomly assigned for each participant. After these 
questions, the participants were asked to paper prototype their own visualization of audio 
regions. Each participant was provided the following materials: a glue stick, scissors, a pencil, a 
sharpie, a four-colored pen (black, red, blue, green), a highlighter, and different size paper copies 
of a personal photo, which was made available prior to the experiment. The personal picture was 
printed twice in normal photograph size (5x7) and in different smaller sizes iteratively by one-
inch. 
 

 
Figure 15. Sizing of the personal photo for paper prototype. 

 
4. Results 
4.1 Free Exploration 

Even though audio from the pen is accessible by tapping the pen on different regions of 
the photos, two of the users initially tried to drag and make drawing motions with the pen. After 
a few attempts, one of these users realized that tapping was more effective in accessing audio, 
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however the other user consistently dragged the pen throughout the free exploration period. 
Tapping with the digital pen was therefore intuitive for 3/5 users.  

This free exploration process also provided insight into placement of audio regions 
because 4/5 of the users attempted to tap on the main picture in the snapshot and timeline 
versions [See Figures 13 and 14]. However, no audio had been attached to these main pictures in 
an effort to abide by preliminary feedback from early paper prototype exploration and leave the 
original picture as untouched as possible.      

 

 
Figure 16. Participant free exploration. 

 
4.2 Accessing Audio 
 The following figure (Figure 17) is provided as a quick reference for the questions about 
accessing audio. 

 
Figure 17. (Left) Highlight version. (Center) Snapshot version. (Right) Timeline Version. 
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Question 1: How would you listen to the whole audio, from start to finish, on the timeline 
version [See Figure 14]? 
Response: 4/5 clicked on the green play button. 1/5 clicked on the main picture.  
 
Question 2: How would you listen to the audio about the woman biking in the highlight version 
[See Figure 12]? 
Response: 5/5 managed to access the audio of the woman biking. Specifically, 4/5 clicked inside 
the tracing of the woman biking and 1/5 clicked directly on the outline of the box around the 
woman biking. 
 
Question 3: If you wanted to hear more about the road section on the snapshot version [See 
Figure 13], how would you do that? 
Response: 1/5 clicked on the “…” beneath the small road picture as the design intended. 4/5 
clicked on the snapshot of the road at first, but upon further explanation and emphasizing the 
word "more" in the question for these 4 participants, 2/4 then clicked on the “…” button beneath 
the small road picture. Out of the remaining two, 1/4 clicked on the small picture of one of the 
bikers because “she remembered there being information about the road on that one from the free 
exploration” and the other 1/4 clicked on the “…” underneath the main, small picture.  
 
Because of the initial confusion and extreme variation in responses, this question and its 
responses do not have sufficient weight as evidence to influence the final audio visualization 
design. 
 
Question 4: How would you listen to the background audio of the photo on the snapshot version 
[See Figure 13]? 
Response: 
3/5 clicked on the main picture. 1/5 clicked on the smaller, main picture. 1/5 clicked on the “…” 
under the smaller, main picture. 
 
Question 5: Did the audio make the photo more enjoyable for you? 
Response: 4/5 confidently answered, “Yes.” 1/5 responded “Sure.” Although 5/5 of the responses 
were positive, this question may have been misleading. It is possible that the participants only 
responded positively to please the experimenter. In order to remove the possibility for emotional 
pressure to influence participant responses, a follow-up survey was conducted. In addition to 
behavioral responses to the visualizations already collected during usability testing, this survey 
functioned as a way to gain personal feedback from the users. 
 
4.3 Survey 
 This follow-up survey [See Appendix] was created using SurveyMonkey5. This survey 
served as a way to gain insight about user preferences. The survey consisted of six questions, 
rated based on a 5-point Likert scale (strongly disagree, disagree, neither agree nor disagree, 
agree, strongly agree.) The ordering of choices in each question was randomized for each 
respondent. In addition, copies of the three different visualizations were provided as an 
attachment to accompany the survey for participant reference.    
                                                 
5 http://www.surveymonkey.com 
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 The following graphs [Figures 18-23] show the number of positive (agree/strongly agree) 
and negative (disagree/strongly disagree) values for each question. Neutral answers are not 
represented. 

 
Figure 18. Intuitiveness of the digital pen. 

 
According to the survey, users generally thought that the Livescribe pen was intuitive. 

This self-report feedback is consistent with the behavioral responses observed in the free 
exploration, which suggests the user-friendly interface of the digital pen and paper.  

 

 
Figure 19. Added value of picture with audio. 

 
Answers to this particular survey question adds confidence to the argument that audio 

does add value to images because all five of the participants agreed or strongly agreed with this 
statement. While this evidence is encouraging, the term ‘added value’ is extremely vague. For 
this reason, more specific questions about the audio on the picture were asked, including whether 
or not it was enjoyable or annoying.  
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Figure 20. Enjoyable nature of the audio on the photo. 

  
In terms of the enjoyable nature of audio narrations on the picture, there was no negative 

self-report feedback; answers were either neutral or positive. Because the majority of the users 
agreed that the audio on the photo was enjoyable, it can be concluded that listening to audio 
narrations was a positive experience for the users.   

 

 
Figure 21. Annoyance ratings of audio on the photo. 

 
Adding confidence to the argument that listening to these photo narrations was a positive 

experience is the fact that none of the users thought the additional audio was annoying. Results 
for the annoyance ratings of audio were either neutral or negative, suggesting a positive attitude 
regarding an interactive audio photo sharing toolkit.  
  

 
Figure 23. Rating of helpfulness of the yellow box outlines on the highlight version. 
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The highlight version was the most successful visualization in terms of both ease of use 
and aesthetics. According to the self-report feedback, all five of the participants agreed that the 
yellow outlines around the audio regions were helpful. This unanimous agreement is consistent 
with behavioral observations during the usability testing because all of the participants accessed 
the audio correctly during the question section. In addition, every single participant successfully 
accessed audio on this highlight version on the first attempt during the free exploration period. 

   

 
Figure 22. Distraction ratings of yellow box outlines on the highlight version. 

 
 The highlight version was also the most aesthetically pleasing visualization. While one 
user did not have an opinion, marking ‘Neither Agree nor Disagree’ on the survey, one of the 
users forgot to answer this question. This means that 3/4 of the users did not think that the 
outlines were distracting.  
 

 
Figure 23. Aesthetics of small cut-outs below the main photo in the snapshot version. 

 
 The snapshot and timeline versions, on the other hand, were not as successful as the 
highlight version in terms of either ease-of-use or aesthetics. Answers about accessing audio 
during the question session had a lot of variation, suggesting that the design is confusing and 
difficult to use. Furthermore, participants did not like the aesthetics of the design as can be seen 
from the self-report responses. One person did not have an opinion on the matter, but the 
majority of the users (3/5) thought that the small cut-outs below the main photo were not 
aesthetically pleasing. 
 

While answers to these survey questions do not provide definitive evidence about any 
particular visualization because the participant pool was small (only five participants), they do 
provide provisional figures and add to the compilation of collected data. Unanimously positive 
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reviews from this survey on the highlight version add weight to the positive behavioral responses 
observed during usability testing.  
 
4.4 Paper Prototype 

Participant paper prototypes functioned as a way to gain insight on personal user 
preferences. In addition to providing feedback on the three visualizations, this section of the 
usability testing gave them the opportunity to design their own way of representing audio 
regions. This personal representation could draw from parts of the three visualizations from 
usability testing or be completely novel.  
 

 
Figure 24. Participant paper prototyping. 

 
Adding confidence to the success of the highlight version already determined from 

survey responses and behavioral observations, 2/5 of the participants copied the highlight version 
exactly in their own paper prototypes. Furthermore, a total of 4/5 of the participants used some 
aspect of the highlight version in their paper prototypes. More specifically, 1/5 used a copy of the 
main picture cut into individual audio regions (similar to a geometric puzzle) below the main 
picture with highlights for necessary additional audio [See Figure 25b]. 1/5 used different size 
versions of the photo (un-cut) with audio intended to go in a clockwise motion [See Figure 25d]. 
1/5 created two separate paper prototypes – a highlight version with different color box outlines 
and a timeline version using different sizes of the original picture as snapshots with additional 
highlights [See Figure 25e]. The fact that 4/5 of the personal paper prototypes included some 
feature of the highlight version points to the success of this visualization. 
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Figure 25. Final participant paper prototypes. 

  
4.5 Analysis/Expected Results 
 One goal of this larger project, as shown by other work [10], is to make images more 
engaging. Our results confirm that the digital pen is a promising way of experiencing photos that 
makes the process more enjoyable. 

Based on the early paper prototype exploration feedback, the highlight version was not 
expected to be the most successful visualization. The visualizations made below the original 
photo were predicted to be the most successful method for representing audio narrations because 
snapshots do not interfere with the original picture. However, participants repeatedly attempted 
to listen to audio on the original versions of the photo even when snapshots were placed below 
them. Additionally, the highlight version had the quickest learning curve during the free 
exploration and everyone accessed the audio. Furthermore, the highlight version was 
incorporated into the majority of the personal paper prototype creations. Although these results 
were not predicted, they still do agree with early user feedback from initial prototype 
exploration. According to these participants, outlines did not compromise the picture as a whole. 
For this reason, the success of the highlight version is not too surprising.   

  
5. Conclusion 
 This preliminary study serves as only a piece of the final, audio photo-sharing toolkit 
project as it focuses on only a slice of the target population. This study has provided good 

a 

b 
c 

d 

e1 

e2 
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evidence about preferential audio visualization methods among UCSD students and affiliates. 
The target population for this interactive audio photo-sharing toolkit includes all age groups and 
backgrounds, beyond the selected participants. For this reason, more studies need to be done on 
different groups. 
 All evidence from this initial group, however, points to the success of audio supplements 
with photos. Audio narration in combination with pictures is enjoyable and socially engaging for 
the user. The probability of success of this interactive audio photo album is therefore high. In 
terms of visualizations, all feedback about the highlight version was positive. In addition to the 
easy learning curve from the behavioral responses and positive survey responses about the 
highlight version, the personal participant paper prototypes confirm this preference. For this 
reason, the digital version of the project is based on similar aspects.  

 
6. Future Work 

While the initial aim of this larger project is to enhance story-telling abilities across 
general users, further steps include customizability of the toolkit to make it more person specific. 
Upon fabrication of this final audio photo album, it will be easy to change and add settings to 
make it beneficial for people with specific needs. A later feature in the photo album creation, for 
example, could enable users to print the audio photos on digital paper in a variety of ways 
depending on their impairments. For example, people with aphasia often have difficulty viewing 
objects on their right hand side [9], so photos could be printed on the left side. Another feature 
could allow for audio speed controls, automatically slowing speech and prolonging pauses to 
make comprehension easier for people with aphasia. The versatility and mobility of this digital-
paper photo album in combination with the visual and audio aspects makes it the perfect assistive 
device for maintaining social relationships for people with and without impairments. 

In addition to testing additional population groups that vary in terms of age and 
background, the next steps in this larger research project include syncing up a digital version of 
the photo with its paper-digital version so that people can easily upload and access photos and 
audio online through their Web browsers. Upon completion of this syncing, information will 
then be sharable online or printed on digital-paper. A computer user can make audio regions on 
uploaded photos by using a four-sided geometric figure (square or rectangle), like in the digital-
paper highlight visualization. The user can then select the region to record audio on it. The 
primary goal of this toolkit is to make story-telling between people easier, especially across long 
distances. The digital side of this project will facilitate this process. The success of this toolkit 
will result in more enjoyable socialization methods.  
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Appendix 1. Survey Results 
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Appendix 1. Survey questions, responses, and average ratings (from www.surveymonkey.com). 


